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**Instructions**

Chapter 2, questions 2 and 4. Hand in on gradescope.

**Exercises**

1. The National Institute of Diabetes and Digestive and Kidney Diseases conducted a study on 768 adult female Pima Indians living near Phoenix. The purpose of the study was to investigate factors related to diabetes. The data may be found in the dataset *pima*.

*(a) Create a factor version of the test results and use this to produce an interleaved histogram to show how the distribution of insulin differs between those testing positive and negative. Do you notice anything unbelievable about the plot?*

#Insulin: 2-Hour serum insulin (mu U/ml)  
#Test: coded 0 if negative, 1 if positive  
#Import and summary dataset pima  
library("faraway")

## Warning: package 'faraway' was built under R version 3.6.3

summary(pima)

## pregnant glucose diastolic triceps   
## Min. : 0.000 Min. : 0.0 Min. : 0.00 Min. : 0.00   
## 1st Qu.: 1.000 1st Qu.: 99.0 1st Qu.: 62.00 1st Qu.: 0.00   
## Median : 3.000 Median :117.0 Median : 72.00 Median :23.00   
## Mean : 3.845 Mean :120.9 Mean : 69.11 Mean :20.54   
## 3rd Qu.: 6.000 3rd Qu.:140.2 3rd Qu.: 80.00 3rd Qu.:32.00   
## Max. :17.000 Max. :199.0 Max. :122.00 Max. :99.00   
## insulin bmi diabetes age   
## Min. : 0.0 Min. : 0.00 Min. :0.0780 Min. :21.00   
## 1st Qu.: 0.0 1st Qu.:27.30 1st Qu.:0.2437 1st Qu.:24.00   
## Median : 30.5 Median :32.00 Median :0.3725 Median :29.00   
## Mean : 79.8 Mean :31.99 Mean :0.4719 Mean :33.24   
## 3rd Qu.:127.2 3rd Qu.:36.60 3rd Qu.:0.6262 3rd Qu.:41.00   
## Max. :846.0 Max. :67.10 Max. :2.4200 Max. :81.00   
## test   
## Min. :0.000   
## 1st Qu.:0.000   
## Median :0.000   
## Mean :0.349   
## 3rd Qu.:1.000   
## Max. :1.000

head(pima)

## pregnant glucose diastolic triceps insulin bmi diabetes age test  
## 1 6 148 72 35 0 33.6 0.627 50 1  
## 2 1 85 66 29 0 26.6 0.351 31 0  
## 3 8 183 64 0 0 23.3 0.672 32 1  
## 4 1 89 66 23 94 28.1 0.167 21 0  
## 5 0 137 40 35 168 43.1 2.288 33 1  
## 6 5 116 74 0 0 25.6 0.201 30 0

#Factor version as test results  
pima$test = as.factor(pima$test)  
levels(pima$test) = c("negative","positive")  
  
#Interleaved historgram  
library(ggplot2)

## Warning: package 'ggplot2' was built under R version 3.6.3

ggplot(pima) +   
 geom\_histogram(aes(x=insulin, y=..density.., fill=test), position="dodge",binwidth = 50) +  
 ggtitle("Insulin Difference on Test Results")+  
 theme(plot.title = element\_text(size=15, face="bold", hjust=0.5))
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**Answers:** The insulin density, which equals to zero, is extremely high. It is unusual and may indicate some missing datas.

*(b) Replace the zero values of insulin with the missing value code NA. Recreate the interleaved histogram plot and comment on the distribution.*

#Replace zero with NA  
pima$insulin[pima$insulin==0]=NA  
  
#Interleaved historgram  
library(ggplot2)  
ggplot(pima) +   
 geom\_histogram(aes(x=insulin, y=..density.., fill=test), position="dodge",binwidth = 50) +  
 ggtitle("Insulin Difference on Test Results")+  
 theme(plot.title = element\_text(size=15, face="bold", hjust=0.5))

## Warning: Removed 374 rows containing non-finite values (stat\_bin).

![](data:image/png;base64,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)

**Answers:** According to the plot above, the negative results have a relatively larger density in the low insulin level than the positive results. Therefore, the positive test results generally have a higher insulin standard than the negative test results do.

*(c) Replace the incredible zeroes in other variables with the missing value code. Fit a model with the result of the diabetes test as the response and all the other variables as predictors. How many observations were used in the model fitting? Why is this less than the number of observations in the data frame.*

#Overview pima  
summary(pima)

## pregnant glucose diastolic triceps   
## Min. : 0.000 Min. : 0.0 Min. : 0.00 Min. : 0.00   
## 1st Qu.: 1.000 1st Qu.: 99.0 1st Qu.: 62.00 1st Qu.: 0.00   
## Median : 3.000 Median :117.0 Median : 72.00 Median :23.00   
## Mean : 3.845 Mean :120.9 Mean : 69.11 Mean :20.54   
## 3rd Qu.: 6.000 3rd Qu.:140.2 3rd Qu.: 80.00 3rd Qu.:32.00   
## Max. :17.000 Max. :199.0 Max. :122.00 Max. :99.00   
##   
## insulin bmi diabetes age   
## Min. : 14.00 Min. : 0.00 Min. :0.0780 Min. :21.00   
## 1st Qu.: 76.25 1st Qu.:27.30 1st Qu.:0.2437 1st Qu.:24.00   
## Median :125.00 Median :32.00 Median :0.3725 Median :29.00   
## Mean :155.55 Mean :31.99 Mean :0.4719 Mean :33.24   
## 3rd Qu.:190.00 3rd Qu.:36.60 3rd Qu.:0.6262 3rd Qu.:41.00   
## Max. :846.00 Max. :67.10 Max. :2.4200 Max. :81.00   
## NA's :374   
## test   
## negative:500   
## positive:268   
##   
##   
##   
##   
##

#help(pima)

According to the help manual:

*glucose:* Plasma glucose concentration at 2 hours in an oral glucose tolerance test.

*diastolic:* Diastolic blood pressure (mm Hg).

*triceps:* Triceps skin fold thickness (mm).

*bmi:* Body mass index (weight in kg/(height in metres squared)).

These variables are unusual to have zero value, and should be replaced with missing value NA.

#Replace with missing value  
pima$glucose[pima$glucose==0]=NA  
pima$diastolic[pima$diastolic==0]=NA  
pima$triceps[pima$triceps==0]=NA  
pima$bmi[pima$bmi==0]=NA  
  
#Fit a model  
full.glm = glm(test ~ .,family = "binomial", data= pima)  
summary(full.glm)

##   
## Call:  
## glm(formula = test ~ ., family = "binomial", data = pima)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.7823 -0.6603 -0.3642 0.6409 2.5612   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.004e+01 1.218e+00 -8.246 < 2e-16 \*\*\*  
## pregnant 8.216e-02 5.543e-02 1.482 0.13825   
## glucose 3.827e-02 5.768e-03 6.635 3.24e-11 \*\*\*  
## diastolic -1.420e-03 1.183e-02 -0.120 0.90446   
## triceps 1.122e-02 1.708e-02 0.657 0.51128   
## insulin -8.253e-04 1.306e-03 -0.632 0.52757   
## bmi 7.054e-02 2.734e-02 2.580 0.00989 \*\*   
## diabetes 1.141e+00 4.274e-01 2.669 0.00760 \*\*   
## age 3.395e-02 1.838e-02 1.847 0.06474 .   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 498.10 on 391 degrees of freedom  
## Residual deviance: 344.02 on 383 degrees of freedom  
## (376 observations deleted due to missingness)  
## AIC: 362.02  
##   
## Number of Fisher Scoring iterations: 5

#Extract the Number of Observations from the Fit.  
library("stats")  
print(paste0("The observations of model are ", nobs(full.glm),"."))

## [1] "The observations of model are 392."

print(paste0("The observations of dataframe are ", nrow(pima),"."))

## [1] "The observations of dataframe are 768."

**Answers:** As from the result above, 392 observations are used in the model fitting. The number is much smaller compared to the sample size of the dataframe, because the samples that exist missing value cannot be employed in the model fitting.

*(d) Refit the model but now without the insulin and triceps predictors. How many observations were used in fitting this model? Devise a test to compare this model with that in the previous question.*

#Refit the model  
re.glm = glm(test ~ pregnant + glucose + diastolic + bmi + diabetes + age, family = "binomial", data = pima)  
summary(re.glm)

##   
## Call:  
## glm(formula = test ~ pregnant + glucose + diastolic + bmi + diabetes +   
## age, family = "binomial", data = pima)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.8062 -0.7229 -0.4049 0.7173 2.3959   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -8.962146 0.820892 -10.918 < 2e-16 \*\*\*  
## pregnant 0.117863 0.033418 3.527 0.00042 \*\*\*  
## glucose 0.035194 0.003605 9.763 < 2e-16 \*\*\*  
## diastolic -0.008916 0.008618 -1.035 0.30084   
## bmi 0.090926 0.015740 5.777 7.61e-09 \*\*\*  
## diabetes 0.960515 0.306415 3.135 0.00172 \*\*   
## age 0.016944 0.009834 1.723 0.08489 .   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 931.94 on 723 degrees of freedom  
## Residual deviance: 672.86 on 717 degrees of freedom  
## (44 observations deleted due to missingness)  
## AIC: 686.86  
##   
## Number of Fisher Scoring iterations: 5

#Extract the Number of Observations from the Fit.  
library("stats")  
print(paste0("The observations of refit model are ", nobs(re.glm),"."))

## [1] "The observations of refit model are 724."

**Answers:** According to the result above, the observations of the refit model are 724, which is different to the observations of the previous model. Therefore, we need to remove samples with missing value to have the same observations on two models.

#Remove samples with missing value  
new.pima = na.omit(pima)  
  
#Compare two models  
full.glm = glm(test ~ ., family = "binomial", data = new.pima)  
re.glm = glm(test ~ pregnant + glucose + diastolic + bmi + diabetes + age, family = "binomial", data = new.pima)  
anova(re.glm, full.glm, test = "Chi")

## Analysis of Deviance Table  
##   
## Model 1: test ~ pregnant + glucose + diastolic + bmi + diabetes + age  
## Model 2: test ~ pregnant + glucose + diastolic + triceps + insulin + bmi +   
## diabetes + age  
## Resid. Df Resid. Dev Df Deviance Pr(>Chi)  
## 1 385 344.88   
## 2 383 344.02 2 0.85931 0.6507

**Answers:** The analysis of deviance table displays that p-value is greater than 0.05. Thus, *insulin*, and *triceps* are not significant in the model. We can exclude them from the full model, and the refit model performs better.

*(e) Use AIC to select a model. You will need to take account of the missing values. Which predictors are selected? How many cases are used in your selected model?*

#Create a full model beforre tested with AIC  
newfull.glm = glm(test ~ pregnant + glucose + diastolic + bmi + diabetes + age, family = "binomial", data = new.pima)  
  
#Select a model  
select.glm = step(newfull.glm, trace = 0)  
summary(select.glm)

##   
## Call:  
## glm(formula = test ~ pregnant + glucose + bmi + diabetes + age,   
## family = "binomial", data = new.pima)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.8827 -0.6535 -0.3694 0.6521 2.5814   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -9.992080 1.086866 -9.193 < 2e-16 \*\*\*  
## pregnant 0.083953 0.055031 1.526 0.127117   
## glucose 0.036458 0.004978 7.324 2.41e-13 \*\*\*  
## bmi 0.078139 0.020605 3.792 0.000149 \*\*\*  
## diabetes 1.150913 0.424242 2.713 0.006670 \*\*   
## age 0.034360 0.017810 1.929 0.053692 .   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 498.10 on 391 degrees of freedom  
## Residual deviance: 344.89 on 386 degrees of freedom  
## AIC: 356.89  
##   
## Number of Fisher Scoring iterations: 5

#Extract the Number of Observations from the Fit.  
library("stats")  
print(paste0("The observations of selected model are ", nobs(re.glm),"."))

## [1] "The observations of selected model are 392."

**Answers:** According to the results above, the model selects five predictors, which are *pregnant, glucose, bmi, diabetes*, and *age*. There are 392 cases in the selected model.

*(f) Create a variable that indicates whether the case contains a missing value. Use this variable as a predictor of the test result. Is missingness associated with the test result? Refit the selected model, but now using as much of the data as reasonable. Explain why it is appropriate to do this.*

#Create variable to indicate missing value  
pima$`miss` = ifelse(rowSums(is.na(pima))>0,1,0)  
  
#Association between missingness and test result  
miss.glm = glm(test ~ miss, family = "binomial", data = pima)  
summary(miss.glm)

##   
## Call:  
## glm(formula = test ~ miss, family = "binomial", data = pima)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -0.9564 -0.9564 -0.8977 1.4159 1.4857   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -0.7008 0.1073 -6.533 6.47e-11 \*\*\*  
## miss 0.1558 0.1515 1.028 0.304   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 993.48 on 767 degrees of freedom  
## Residual deviance: 992.43 on 766 degrees of freedom  
## AIC: 996.43  
##   
## Number of Fisher Scoring iterations: 4

#Check significance  
anova(miss.glm, test = "Chi")

## Analysis of Deviance Table  
##   
## Model: binomial, link: logit  
##   
## Response: test  
##   
## Terms added sequentially (first to last)  
##   
##   
## Df Deviance Resid. Df Resid. Dev Pr(>Chi)  
## NULL 767 993.48   
## miss 1 1.0579 766 992.43 0.3037

#Refit selected mode  
fit.glm = glm(test ~ pregnant + glucose + bmi + diabetes + age, family = "binomial", data = new.pima)  
summary(fit.glm)

##   
## Call:  
## glm(formula = test ~ pregnant + glucose + bmi + diabetes + age,   
## family = "binomial", data = new.pima)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.8827 -0.6535 -0.3694 0.6521 2.5814   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -9.992080 1.086866 -9.193 < 2e-16 \*\*\*  
## pregnant 0.083953 0.055031 1.526 0.127117   
## glucose 0.036458 0.004978 7.324 2.41e-13 \*\*\*  
## bmi 0.078139 0.020605 3.792 0.000149 \*\*\*  
## diabetes 1.150913 0.424242 2.713 0.006670 \*\*   
## age 0.034360 0.017810 1.929 0.053692 .   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 498.10 on 391 degrees of freedom  
## Residual deviance: 344.89 on 386 degrees of freedom  
## AIC: 356.89  
##   
## Number of Fisher Scoring iterations: 5

**Answers:** According to the results above, the p-value of missingnes is 0.304 > 5%, indicating that missingness is not significant, and does not associate with the test result. Therefore, we can exclude all samples with missing value, which does not have significant effect on our selected model. My final fitted model is *glm(test ~ pregnant + glucose + bmi + diabetes + age, family = “binomial”, data = new.pima).*

*(g) Using the last fitted model of the previous question, what is the difference in the odds of testing positive for diabetes for a woman with a BMI at the first quartile compared with a woman at the third quartile, assuming that all other factors are held constant? Give a confidence interval for this difference.*

#Get BMI value for Q1 and Q3  
bmi.25th = quantile(new.pima$bmi, 0.25)  
bmi.75th = quantile(new.pima$bmi, 0.75)  
  
#BMI Coefficent  
bmi.coef = coef(fit.glm)[4]  
  
#Difference in odds  
diff = bmi.coef\*(bmi.25th-bmi.75th)  
diff.odds = exp(diff)/(1+exp(diff))  
print(diff.odds)

## bmi   
## 0.3363045

#Confidence Interval  
bmi.conf = confint(fit.glm,'bmi')  
odds\_ratio = exp(bmi.conf\*(bmi.25th-bmi.75th))  
odds\_ratio/(1+odds\_ratio)

## 2.5 % 97.5 %   
## 0.4165102 0.2606397

**Answers:** According to the results above, with other factors constant the difference in the odds of testing positive for diabetes for a woman with a BMI at the first quartile compared with a woman at the third quartile is 0.336, with a 95% interval between 0.26 and 0.42.

*(h) Do women who test positive have higher diastolic blood pressures? Is the diastolic blood pressure significant in the regression model? Explain the distinction between the two questions and discuss why the answers are only apparently contradictory.*

#Relationship between diastolic and test results  
cor(new.pima$diastolic,as.numeric(new.pima$test))

## [1] 0.1926733

#Interleaved historgram  
library(ggplot2)  
ggplot(new.pima) +   
 geom\_histogram(aes(x=diastolic, y=..density.., fill=test), position="dodge",binwidth = 5) +  
 ggtitle("Diastolic Difference on Test Results")+  
 theme(plot.title = element\_text(size=15, face="bold", hjust=0.5))

![](data:image/png;base64,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)

#Regression model  
mol = glm(test ~ pregnant + glucose + diastolic + bmi + diabetes + age + insulin + triceps,family = "binomial", data=pima)  
summary(mol)

##   
## Call:  
## glm(formula = test ~ pregnant + glucose + diastolic + bmi + diabetes +   
## age + insulin + triceps, family = "binomial", data = pima)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.7823 -0.6603 -0.3642 0.6409 2.5612   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.004e+01 1.218e+00 -8.246 < 2e-16 \*\*\*  
## pregnant 8.216e-02 5.543e-02 1.482 0.13825   
## glucose 3.827e-02 5.768e-03 6.635 3.24e-11 \*\*\*  
## diastolic -1.420e-03 1.183e-02 -0.120 0.90446   
## bmi 7.054e-02 2.734e-02 2.580 0.00989 \*\*   
## diabetes 1.141e+00 4.274e-01 2.669 0.00760 \*\*   
## age 3.395e-02 1.838e-02 1.847 0.06474 .   
## insulin -8.253e-04 1.306e-03 -0.632 0.52757   
## triceps 1.122e-02 1.708e-02 0.657 0.51128   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 498.10 on 391 degrees of freedom  
## Residual deviance: 344.02 on 383 degrees of freedom  
## (376 observations deleted due to missingness)  
## AIC: 362.02  
##   
## Number of Fisher Scoring iterations: 5

**Answers:** According to the results above, *diastolic* has a postive correlation with *test* results. However, from the histogram, we can see that the positive and negative cases have similar distribution in diastolic level. Also, according to our glm model, *diastolic* is not significant enough for the test response, since the p-value is 0.9 much larger than 5%. Therefore, two questions have contradictory answers.

1. Treatment of prostate cancer depends on whether the cancer has spread to the surrounding lymph nodes. This can be determined using a surgical procedure but it would be better if noninvasive methods could be used. Load in the data and learn about the variables by:

data(nodal, package="boot")  
help(nodal, package="boot")

*(a) A plot consisting of a binary image of the data can be constructed as:*

nodal$m <- NULL  
image(as.matrix(nodal[order(nodal$r),]), xlab = "Observations", ylab = "Variables", main = "Binary Image of nodal Variables")
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**Answers:** The binary image above shows that each column represents a sample, and each row represents a variable. The response is at the bottom row, and the value of each cell is plot by binary color.

*(b) Fit an appropriate model with nodal outcome as the response and the other five variables as predictors. Is there evidence that at least some of the five predictors are related to the response?*

#Model with nodal outcome  
full.glm = glm(r ~ ., family = "binomial", data = nodal)  
summary(full.glm)

##   
## Call:  
## glm(formula = r ~ ., family = "binomial", data = nodal)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.3317 -0.6653 -0.2999 0.6386 2.1502   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -3.0794 0.9868 -3.121 0.0018 \*\*  
## aged -0.2917 0.7540 -0.387 0.6988   
## stage 1.3729 0.7838 1.752 0.0799 .   
## grade 0.8720 0.8156 1.069 0.2850   
## xray 1.8008 0.8104 2.222 0.0263 \*   
## acid 1.6839 0.7915 2.128 0.0334 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 70.252 on 52 degrees of freedom  
## Residual deviance: 47.611 on 47 degrees of freedom  
## AIC: 59.611  
##   
## Number of Fisher Scoring iterations: 5

**Answers:** According to the result above, *xray* and *acid* have p-value < 0.05, and *stage* has p-value < 0.1, indicating that these three predictors have significant effect on the response.

*(c) Fit a smaller model that removes aged and grade from the model. Can this smaller model be used in preference to the larger model?*

#Fit a smaller model  
small.glm = glm(r ~ xray + acid + stage, family = "binomial", data = nodal)  
summary(small.glm)

##   
## Call:  
## glm(formula = r ~ xray + acid + stage, family = "binomial", data = nodal)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.1231 -0.6620 -0.3039 0.4710 2.4892   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -3.0518 0.8420 -3.624 0.00029 \*\*\*  
## xray 1.9116 0.7771 2.460 0.01390 \*   
## acid 1.6378 0.7539 2.172 0.02983 \*   
## stage 1.6453 0.7297 2.255 0.02414 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 70.252 on 52 degrees of freedom  
## Residual deviance: 49.180 on 49 degrees of freedom  
## AIC: 57.18  
##   
## Number of Fisher Scoring iterations: 5

#Compare two models  
anova(small.glm, full.glm, test = "Chi")

## Analysis of Deviance Table  
##   
## Model 1: r ~ xray + acid + stage  
## Model 2: r ~ aged + stage + grade + xray + acid  
## Resid. Df Resid. Dev Df Deviance Pr(>Chi)  
## 1 49 49.180   
## 2 47 47.611 2 1.5696 0.4562

**Answers:** According to the result above, the p-value is 0.4562 > 0.1, indicating that the deleted predictors do not have significant impact on the model. Therefore, the smaller model has better performance than the full model.

*(d) How much does having a serious x-ray result increase the odds of nodal involvement compared to a nonserious result? (Use the smaller model.) Give a 95% confidence interval for the odds.*

#Odds Ratio with 95% confidence  
xray.conf=confint(small.glm,'xray')  
diff.xray= exp(xray.conf)/(1+exp(xray.conf))  
diff.xray

## 2.5 % 97.5 %   
## 0.6123535 0.9725957

**Answers:** The result shows that the 95% confidence of the odds ratio is between 0.61 to 0.97.

*(e) Fit a model with all five predictors and all their two-way interactions. Explain why the standard errors of the coefficients are so large.*

#Full model with interactions  
int.full.glm = glm(r ~ .^2, family = "binomial", data = nodal)

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

summary(int.full.glm)

##   
## Call:  
## glm(formula = r ~ .^2, family = "binomial", data = nodal)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.89302 -0.00016 0.00000 0.00015 1.89302   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)  
## (Intercept) -38.55 31256.83 -0.001 0.999  
## aged -54.81 32392.28 -0.002 0.999  
## stage 74.21 11937.81 0.006 0.995  
## grade 38.55 31256.83 0.001 0.999  
## xray 17.18 16447.57 0.001 0.999  
## acid 36.94 31256.83 0.001 0.999  
## aged:stage 18.46 7928.05 0.002 0.998  
## aged:grade 31.97 38433.53 0.001 0.999  
## aged:xray 56.96 17366.75 0.003 0.997  
## aged:acid 36.35 31407.10 0.001 0.999  
## stage:grade -92.34 14996.24 -0.006 0.995  
## stage:xray -17.06 28388.60 -0.001 1.000  
## stage:acid -72.60 11937.81 -0.006 0.995  
## grade:xray 36.50 31778.73 0.001 0.999  
## grade:acid 54.48 31841.24 0.002 0.999  
## xray:acid -35.70 8157.65 -0.004 0.997  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 70.252 on 52 degrees of freedom  
## Residual deviance: 29.542 on 37 degrees of freedom  
## AIC: 61.542  
##   
## Number of Fisher Scoring iterations: 20

**Answers:** The standard errors are so large because we include all the two-way interactions and make multicollinearity appear.

*(f) Use the bias-reduced model fitting method described in the chapter to fit the model of the previous question. Which interaction is largest?*

#Use the bias-reduced model to fit the full interaction model  
library(brglm)  
full.bglm <- brglm(r ~ .^2, family = "binomial", data = nodal)  
summary(full.bglm)

##   
## Call:  
## brglm(formula = r ~ .^2, family = "binomial", data = nodal)  
##   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)  
## (Intercept) -2.6438 1.6586 -1.594 0.111  
## aged -0.6995 1.8290 -0.382 0.702  
## stage 2.3156 1.8196 1.273 0.203  
## grade 2.6023 1.9506 1.334 0.182  
## xray 0.6900 2.0954 0.329 0.742  
## acid 1.2729 1.8124 0.702 0.483  
## aged:stage 0.3728 1.8119 0.206 0.837  
## aged:grade -1.5480 1.8594 -0.833 0.405  
## aged:xray 1.4587 1.9780 0.737 0.461  
## aged:acid 0.3634 1.7722 0.205 0.838  
## stage:grade -2.8219 1.8258 -1.546 0.122  
## stage:xray 0.8375 2.2944 0.365 0.715  
## stage:acid -0.9608 1.6387 -0.586 0.558  
## grade:xray -0.1890 2.2626 -0.084 0.933  
## grade:acid 0.5575 1.8918 0.295 0.768  
## xray:acid -0.2560 1.8611 -0.138 0.891  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 45.450 on 52 degrees of freedom  
## Residual deviance: 38.997 on 37 degrees of freedom  
## Penalized deviance: 45.20152   
## AIC: 70.997

**Answers:** From the result above, we can see that the intercation between *stage* and *grade* is the largest, and has the biggest absolute coefficient of -2.82.

*(g) If the predicted response probability exceeds 0.5, the case is classified positively and, if not, negatively. Use the bias-reduced model to classify the cases in the dataset. Compare these to the actual classifications. How many were wrongly classified? Repeat this comparison for the model in (b). Do you think these misclassification rates are a reasonable estimate of how these models will perform in the future?*

#Predicted response based on bias-reduced model  
pre.reponse = predict(full.bglm, type = "response")  
  
#Make classification  
nodal$`predict` = ifelse(pre.reponse>0.5,1,0)  
  
#Compare to actual classifications  
class.bias.error = sum(nodal$r!=nodal$predict)  
error.rates = class.bias.error/nrow(nodal)  
print(class.bias.error)

## [1] 8

print(error.rates)

## [1] 0.1509434

#Predicted response based on bias-reduced model  
pre.reponse = predict(full.glm, type = "response")  
  
#Make classification  
nodal$`predict` = ifelse(pre.reponse>0.5,1,0)  
  
#Compare to actual classifications  
class.full.error = sum(nodal$r!=nodal$predict)  
error.rates = class.full.error/nrow(nodal)  
print(class.full.error)

## [1] 10

print(error.rates)

## [1] 0.1886792

**Answers:** From the results above, the bias-reduced model has 8 misclassification with 15% error rates, while the model in (b) has 10 misclassification with 18% error rates. Since the error rates of the two models are so closed, we can conclude that misclassification rates are a reasonable estimate of how these models will perform in the future.